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[1] Cloud models run at 3 km resolution (typical resolution used for microwave radiative
transfer applications) apart from ignoring subgrid variability (< 3 km); they also
underrepresent variability of cloud particles between the scales of 3 and 15 km. In a
previous study by the authors, evidence was presented that neglecting subgrid variability
in modeled clouds results in considerable biases in microwave radiance computations.
In this paper we present evidence that biases of the same order (�2 to �3 K for 10.7 GHz
and + 4 to 5 K for 85.6 GHz) can result from underrepresented variability at scales of 3 –
15 km. In addition, this study reveals significant differences between modeled and
observed precipitating fields at the ‘‘edges’’ of the storm (regions that border on zero
precipitation) and documents the effects that these differences have on radiative transfer
computations. It is found that biases due to underrepresented variability within the storm
body are of the opposite direction to biases due to ‘‘edge’’ effects where partial
beamfilling occurs over a field of view, and can counteract to give a misleading overall
insignificant bias. However, having these two types of biases present in the (Tb-R)
databases (formed by radiative transfer through 3 km modeled clouds) can have a
significant effect on rainfall retrievals and can be the source of drastically different and
apparently unexplainable biases from region to region and storm to storm. INDEX TERMS:

1854 Hydrology: Precipitation (3354); 3359 Meteorology and Atmospheric Dynamics: Radiative processes;
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1. Introduction

[2] Microwave radiative transfer through precipitating
clouds forms the basis of several remote sensing applica-
tions, such as precipitation retrieval from passive micro-
wave sensors and assimilation of satellite data in numerical
weather prediction models. Thus, care must be exercised in
quantifying biases that may result from neglecting or mis-
specifying cloud/precipitation heterogeneity. In a previous
paper, Harris and Foufoula-Georgiou [2001] presented
evidence that omitting the subgrid variability of hydro-
meteors in modeled clouds (i.e., variability at scales less
than 3 km, which is a typical resolution of cloud models
used for microwave radiative transfer), results in consider-
able biases in microwave radiance field computations.
However, cloud models run at 3 km resolution, apart from
ignoring subgrid variability, they also underrepresent vari-
ability between the scales of 3 km and �15 km (as

evidenced by Harris et al. [2001]). In this study, the effect
on microwave radiance field computations of this under-
represented variability is examined. The approach under-
taken is akin to that of Harris and Foufoula-Georgiou
[2001] where stochastic downscaling was used to enhance
underrepresented variability to levels of variability seen in
observed precipitation fields, and then compare microwave
radiance fields of the enhanced product with the original
modeled fields.
[3] The larger scales of variability considered in this

study necessitated the development of a cascade-based
downscaling methodology for enhancement of variability,
as an alternative to the wavelet-based methodology used by
Harris and Foufoula-Georgiou [2001] which can be restric-
tive if the normalized rainfall fluctuations have broad
distributions [e.g., Perica and Foufoula-Georgiou, 1996].
Thus the main contributions of this study are: (1) quantifi-
cation of the effects of underrepresented precipitation var-
iability between scales of 3 km and 15 km on microwave
radiance fields and (2) development and validation of a
cascade-based conditional simulation (downscaling) scheme
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by which the variability of 3D precipitating clouds produced
by numerical cloud models can be enhanced to better match
observations. An important step of this work, was the
validation of the cascade-based downscaling scheme. For
that purpose, a high performance operational numerical
weather forecast at 3 km resolution was used, for which
coincidental radar observations were also available for
validating the statistics and structure of the downscaled rain
fields.
[4] This paper is structured as follows. In the next

section, description of the numerical weather model, radia-
tive transfer scheme, and specific data sets used for this
study is given. Section 3 describes the multiplicative cas-
cade framework developed for downscaling applications
with additional details given in Appendix B. Section 4
presents multiplicative cascade parameter estimation results,
the downscaling results and validation of the downscaled
fields by comparison to NEXRAD radar observations. The
effects that the downscaling has on radiative transfer com-
putations are presented and discussed in section 5 and
concluding remarks are made in section 6.

2. Model, Radiative Transfer Scheme,
and Data Set

2.1. Advanced Regional Prediction System (ARPS) and
Forecast Case Description

[5] The numerical model used in this study is the
Advanced Regional Prediction System (ARPS) developed
at the Center for Analysis and Prediction of Storms (CAPS),
University of Oklahoma. The ARPS system incorporates
many advances in data assimilation developed at CAPS
with particular emphasis on the use of Doppler radar data
for model initialization. The ARPS provides daily opera-
tional real-time forecasts at horizontal grid resolutions as
high as 3 km. Details of the ARPS model are given by Xue
et al. [1995] (available online at http://caps.ou.edu/ARPS/
ARPS4.guide.html). While ARPS is not a model used in the
‘‘model bank’’ of the current TRMM satellite calibration/
estimation algorithms, the ARPS microphysics scheme is
the same as that used in some of those models. Moreover,
since the current ‘‘model bank’’ models are also finite
element (as is ARPS) there should not be any essential
differences from the general findings in this study if the
experiment were repeated with any of those models.
[6] The ARPS forecast model configuration and specific

case study used in this paper is identical to that used by
Harris et al. [2001] and described in greater detail in that
paper. The ARPS model forecasted the evolution of a line of
convection that developed in eastern New Mexico on 2 June
1999 in response to forcing associated with a well-defined
dryline. By 00 UTC on 3 June, the line was located in the
western Texas Panhandle and moved slowly eastward until
it began to dissipate in western Oklahoma. It is emphasized
that the ARPS model is used here in its forecast (rather than
generic simulation) mode for the purpose of having con-
current observations to validate the scaling structure of
hydrometeors on which the downscaling scheme is based.
[7] While only the fields from the finest (3 km) grid-scale

forecast are used in this study, the ARPS forecast was
actually configured using three one-way nested computa-
tional grids (each with 53 levels in the vertical, with a

vertical grid interval that stretched continuously from 20 m
at ground to 740 m at an altitude of 20 km). The forecast
model used version 4.4 of ARPS and used the six category
water-ice microphysical parameterization scheme [Lin et al.,
1983]. For specific details on the forecast configuration,
including details of data assimilation, the reader is referred
to Harris et al. [2001].

2.2. Radiative Transfer Scheme

[8] In this study the 3D Monte Carlo radiative transfer
scheme of Roberti et al. [1994] was used so that the
interaction of radiation with neighboring columns and
radiant energy leakage from dense areas to surrounding
areas [Liu et al., 1996; Roberti et al., 1994] can be
adequately modeled (energy leakage refers to the process
whereby energy is leaked through the sidewalls of the
clouds [e.g., Liu et al., 1996]). The scheme is well docu-
mented by Roberti et al. [1994] and so is only briefly
described here. It is a backward Monte Carlo scheme and
cannot treat photons changing polarization state, and thus
polarization was not considered in this study. Each 3�3 km2

cloud pixel was divided into 9 (i.e., 3 � 3) computational
points (i.e., 1 km spacing) and 104 photons (regardless of
frequency) were started at each computational point for a
total of 9�104 photons per 3�3 km2 cloud pixel. Only
radiative transfer computations for the emission-based 10.7
GHz frequency and scattering-based 85.6 GHz frequency
were performed as these two frequencies have strong
correlations to columnar rainwater and ice, respectively.
[9] Absorption, scattering and extinction coefficients

were computed directly from hydrometeor contents for
cloud ice, cloud water, hail, snow, and rainwater. Cloud
species were modeled as 100 micron monodisperse
particles/droplets, while hail, snow, and rain were Mar-
shall-Palmer distributed with densities of 0.91, 0.1, and
1.0 g/cm3 respectively. Radiative transfer computations
were performed with nadir-viewing angle allowing a direct
comparison between brightness temperature and vertically
integrated hydrometeor concentration. The phase function
was assumed to be Henyey-Greenstein, the surface was
specular (i.e., sea) and the wind speed was set to zero.
Note that this last assumption implies that the forecasted
storm, which occurred over land, was treated for the
purposes of radiative transfer as a storm, which might
have occurred over the ocean. This ‘‘discrepancy’’ has no
consequence on the results of this study. It would be of
essence only if the purpose was to ‘‘forecast’’ the bright-
ness temperatures of this specific storm as it occurred over
the Southern Plains of the United States. Rather for our
study, a specific storm forecast over land was produced
only in order to have concurrent radar observations to
validate the scaling nature and parameterization. Insofar as
the radiative transfer is concerned, the ARPS forecasted
storm was used as any generic storm simulated by any
cloud model in order to study the effects of hydrometeor
variability on the brightness temperatures.

2.3. WSR-88D Radar Data and Z-qr Relations

[10] Level II WSR-88D radar data from the Amarillo, TX
(KAMA) radar were available for the storm described above
from about 22 UTC on 2 June to 01 UTC on 3 June 1999
for purposes of comparison to the model output. Constant
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altitude plane position indicator (CAPPI) maps at 1.5 km
altitude were made and rasterized at both 3 km and 2 km
horizontal resolutions. The procedure used to form the
CAPPI and rasterize the polar data is the same as that
developed by Alan Seed (Bureau of Meteorology, Mel-
bourne, Australia, personal communication, 1999) and
involves a projection of the polar scans onto a horizontal
plane, followed by two-times (four-times) oversampling in
the azimuthal angular coordinate of the polar projections in
order to map the projections to final Cartesian grid for the 2
km (3 km) respectively.
[11] While it is recognized that radar observations do not

represent an absolute truth with regards to the measure-
ment of spatial rainfall fields, they are probably the best
information we have to date. Errors in radar observations
and the processing of these observations to a final raster-
ized product may have significant effects on establishing
the scaling nature and corresponding scaling parameter-
izations of spatial rainfall. Although some studies [e.g.,
Perica and Foufoula-Georgiou, 1996] have found that
inferences about scaling and estimates of the scaling
parameters are rather insensitive to the Z-R relationship
used to convert radar reflectivities to rainfall intensities,
these effects are not well understood and comprise an area
needy of further research in the hydrometeorological
community [see Krajewski et al., 1996; Harris et al.,
1997]. However, in using a scaling structure to represent
rainfall fields as was done in this paper, one is reassured
from analysis of observations by radars of all types and
sizes including the spaceborne TRMM precipitation radar
[e.g., Tessier et al., 1993; Harris et al., 2001; Harris and
Foufoula-Georgiou, 2001], lidar, 2D laser scanners, photo-
grammetry, and blotting paper (see Lovejoy and Schertzer
[1995a, 1995b] for a review), that scaling, when it exists,
is not overly sensitive to the different error structure of all
these sensors.
[12] Rain liquid water content, qr (in g/m3), was com-

puted from Z using the Z-qr relation based on the study
by Ferrier et al. [1995] after a 53 dBZ upper threshold
was imposed to suppress hail contamination and a 20 dBZ
lower threshold was imposed to filter out noise and
ground clutter. To be consistent, where reflectivity was
computed from modeled hydrometeor concentrations, the
same relations from Ferrier et al. [1995] were used,
which also account for reflectivity contributions from
snow and hail/graupel. The Z-qr algorithm also accounted
for the temperature allowing a proper representation of the
bright band due to melting snow and ice below the
melting level.

2.4. General Comparison Between Modeled and Radar
Observed Storm

[13] As was discussed by Harris et al. [2001] this forecast
had phase errors, particularly in the form of a temporal lag.
Largely because the NEXRAD data were not available for
assimilation at the time of the forecast, the triggering of the
storm was delayed in the forecast. In the work by Harris et
al. [2001] the fields from 3 to 4 hours into the forecast were
analyzed. In the present study, the fields 6 to 7 hours into
the forecast were chosen for analysis and downscaling. The
main reason for this is that for radiative transfer computa-
tions, all hydrometeor species were required and in order to

downscale them, multiscaling analyses on all species had to
be performed (whereas only qr was analyzed in Harris et al.
[2001]). Unlike the fields at 3 hours into the forecast, the
fields 6 hours into the forecast showed good scaling in the
structure function above � 18 km and allowed estimation of
cascade parameters necessary for the downscaling. This is
further discussed in section 4.1.
[14] It is worth briefly comparing the means and peak

values of modeled and observed fields. The conditional
areal means of a single image of NEXRAD estimated qr
varied from 0.42 to 0.69 g/m3 over the one hour of radar
data used in this study, while that from the modeled fields
varied from 1.01 to 1.03 g/m3. However, NEXRAD esti-
mates may be biased downward slightly due to the hail
suppression described in section 2.3, thus comparison of
reflectivities may be more meaningful since reflectivities
account for precipitating ice which is almost certainly
present if reflectivity values are higher than approximately
55 dBZ. The mean areal reflectivities (conditioned once
again on Z > 20dBZ) were 31–34 dBZ for the NEXRAD
observations and 35.3 to 35.5 dBZ for the forecast. Peak
reflectivities ranged from 53 to 61 dBZ for the NEXRAD
images and 61 to 63 for the forecast images. It is noted that
while there are some differences in magnitudes of mean and
peak values between modeled and observed precipitation,
this does not affect the results of this study which are based
on comparison of modeled and downscaled fields, which
have the same means.

3. Multiplicative Cascades: Framework and
Application to Downscaling

3.1. Analysis Framework

[15] The analysis leading to the estimation of the down-
scaling parameters is identical to that used by Harris et al.
[2001], and readers should refer to that paper for greater
detail. Harris et al. [2001] performed two principal analy-
ses. First, the first-order generalized structure function is
computed:

S1 lx; ly
� �

¼ R xþ lx; yþ ly
� �

� R x; yð Þ
�� ��� �

ð1Þ

for fields R (representing any one of the hydrometeor
species), where x, y denote spatial coordinates and lx and ly
denote lags in the x and y directions, respectively, and h. . .i
denotes the average over all the pairs with lag (lx, ly) in an
image. S1(lx,ly) is azimuthally averaged about lag
l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l2x þ l2y

q
¼ 0 to obtain S1(l ) which is tested for scaling

or log-log linearity,

S1 lð Þ � lH : ð2Þ

The field is then fractionally differentiated by order H, and
the moment-scale analysis is performed on the differentiated
field. The moment-scale analysis involves computing the
moments of the fractionally differentiated field j,

j xð Þ � @HR xð Þ
dxH

ð3Þ
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for a range of averaging scales, r (larger r implies lower
scale),

Mq rð Þ ¼ jr x; yð Þj jqh i ð4Þ

where jr represents fractionally differentiated field values at
scale r, q is the order of the moment, and h. . .i denotes the
average over all the pixels of scale r in an image. Scaling of
the moments occurs when

Mq rð Þ � r�K qð Þ; ð5Þ

where K(q) is the moment scaling exponent function that, in
practice, is estimated by log-log linear regressions of the qth
moment of jjrj versus r. Clearly, K(1) = 0 since the
unconditional mean of the entire field is scale independent.
While only q = 2 was considered by Harris et al. [2001] to
demonstrate the presence of scaling, the entire K(q) function
is needed here in order to estimate scaling parameters to be
used in the downscaling scheme.
[16] There is a rich literature, which defines analytical

forms of the function K(q) for multiplicative cascades with
certain random generators. For example, a multiplicative
cascade with lognormally distributed weights can be shown
to have a K(q) function that is a parabola, intersecting the
abscissa at q = 0 and q = 1, and the curvature of the parabola
is defined by the log variance of the lognormal distribution
from which the multiplicative weights are drawn. The
formulation for the derivation of these analytic forms lies
in Taubian theorems of probability theory [e.g., Feller,
1966]. In this work, the cascade model adopted has log
stable distributed weights, also referred to as a universal
multifractal [e.g., Lovejoy and Schertzer, 1995a, 1995b;
Tessier et al., 1993; Pecknold et al., 1993; Wilson et al.,
1991]. The subject of stable distributions is, in itself,
extensive [e.g., Samorodnitsky and Taqqu, 1994], and the
derivation is beyond the scope of this work. For a log stable
cascade, K(q) is a function of two parameters (see Harris
[1998] for a derivation)

K qð Þ ¼ C1

a� 1ð Þ qa � qð Þ; 0 < a � 2;a 6¼ 1: ð6Þ

C1 is the intermittency parameter and a is the Levy index,
(a = 2 indicates a lognormal cascade). While C1 can be
simply computed directly as @K(q)/@qjq=1 (L’Hopital’s
rule), a can only be found by nonlinear regression of (6)
to the empirical K(q) curve found from the moment-scale
analysis (equations (4) and (5)). Thus C1 and a are usually
estimated together as a pair in the nonlinear regression.
Regression is complicated by the fact that scaling for low q
(i.e., q < 0.75) can be poor due to measurement noise
contamination, the presence of zeros, and measurement
sensitivity which can cause small nonzero values to be read
as zeros [Harris et al., 1996, 1997], while for arbitrarily
high q, K(q) becomes linear with the slope depending on the
single highest values in the field on which the moment-scale
analysis is performed [e.g., Harris et al., 1996, 1997]. Thus
(6) only applies to a finite range of q when considering a
finite amount of data with measurement artifacts. A routine
for robustly estimating K(q) parameters and the q-limits to
which it applies was developed by Harris et al. [1997].

[17] As discussed by Harris et al. [2001], the parameters
H, C1, and a have physical interpretations as indicators of
smoothness, intermittency and spikiness, respectively and
an illustrative discussion is included in Appendix A. It
should also be noted that the parameter H has a dual
function as the order of fractional differentiation in the
analysis as well as an indicator of smoothness. Fractional
calculus is a rich area of study [e.g., Hilfer, 1997;
Gorenflo and Mainardi, 1998, and references within] from
which one can show how fractional differentiation and
integration can be implemented via power law filters in
Fourier space [Harris et al., 2001; Schertzer and Lovejoy,
1987]. Fractional differentiation with H = 0 would imply
no differentiation at all, while H = 1 would imply usual
differentiation. As seen in the work of Harris et al.
[2001], H for qr lies somewhere in between, thus requiring
fractional differentiation. As noted elsewhere [Tessier et
al., 1993], the results of the moment-scale analysis are not
overly sensitive to the order of fractional differentiation,
H. However, this is not to mean that H is not an important
parameter when it comes to downscaling, where H is an
important and sensitive parameter characterizing the
smoothness (and thus variability) of the field being down-
scaled. It is only in the analysis that the specific value of
H used has little effect on the outcome of the moment
scaling parameters, C1 and a.

3.2. Downscaling

[18] The schematic in Figure 1 illustrates the steps
comprising the downscaling procedure. The procedure
requires the three parameters described above: the fractional
differentiation and integration parameter, H, and the two

Figure 1. Schematic of the upscaling/downscaling proce-
dure. Each vertical level is done independently but keeping
the same random seed. The effects of this simplification are
minor and discussed by Harris and Foufoula-Georgiou
[2001]. (1) Fractionally differentiate the original field using
the slope, H, of the first-order structure function as the order
of differentiation. (2) Upscaling (horizontal averaging) of
the fractionally differentiated modeled fields. (3) Down-
scaling using a cascade with the cascade parameters found
in section 4.1 The number of steps in the cascade
determines the final resolution. (4) Fractionally integrate
the field and renormalize over the entire cloud to ensure that
the total mass of a specific hydrometeor species is
conserved.
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cascade parameters, C1 and a. There are some technicalities
in the downscaling procedure, which require some explan-
ation and are given in Appendix B. The technicalities
address two issues that were encountered in developing
the downscaling methodology using multiplicative cas-
cades. The first issue is that rain fields, whether modeled
or observed, contain a substantial number of zeros, while
the cascades referred to in section 3.1 do not contain zeros.
Clearly the zeros are important to both the spatial and
temporal structure of rainfall and this makes the use of
discrete cascades employed here, a more suitable choice
than continuous cascades [e.g., Pecknold et al., 1993],
which generate an additive field in log space and then
exponentiate it. Also, the process of fractional differentia-
tion and integration can introduce a field offset (introduced
by the power law filtering in Fourier space), which effec-
tively removes all the zeros. It is important to ensure that
large areas of zeros (i.e., larger than the scale defining the
upper limit of scaling), remain zeros when downscaling.
The method described in Appendix B ensures this. The
second issue is that real rainfall (unlike a multiplicative
cascade) does not usually scale over the entire range of
observable scales. In this case, care must be taken not to
affect the largest scales beyond which scaling is not
observed. For instance the power spectrum of the observed
rainfall in this study and that of Harris et al. [2001] showed
scaling up to �50 km. Since fractional integration and
differentiation affects the entire range of scales, the frac-
tional integration and differentiation filter has to be modi-
fied to only affect the smaller scales. This modification is
described in Appendix B.

4. Results and Validation of the Downscaling

4.1. Downscaling Parameter Estimates

[19] The parameters used for the downscaling were
obtained from the radar observations for rain liquid water,
qr, and from the original modeled fields for the other four
hydrometeor species (since no reasonable estimates of these
can be made from the radar). The decision to use scaling
parameters from the radar observed field instead of the
modeled field for qr, was made on the principle of using real
observations where available. In the future it would be
desirable to carry out a study of this type using a high
resolution model forecast of a storm which was observed
intensively with aircraft measurements of cloud water con-
centrations and high resolution multiparameter radars able
to distinguish liquid rainwater, snow and precipitating ice.
Thus, in the absence of measurements, the scaling observed

at larger scales in the modeled ice particle fields is simply
extrapolated down to smaller scales. The basis for this
approach is that previous studies on the spatial structure
of nonprecipitating particles largely by in-situ (aircraft)
measurements [e.g., Davis et al., 1996; Lovejoy and Schert-
zer, 1995b] have shown a scaling structure. This historical
basis together with the known issue that the variability of
scalar fields in finite element modeled fields is necessarily
underrepresented forms the overall justification for this
approach.
[20] The scaling parameters obtained from the radar

estimated qr fields were H = 0.48 ± 0.03, C1 = 0.26 ±
0.02, and a = 1.4 ± 0.2 and the scaling range was from 2 km
to 128 km. The scaling parameters obtained from the
original ARPS forecasted hydrometeor fields are all listed
in Table 1. For the ARPS model scaling parameters, the
scaling range was from 12 km to 192 km (the cloud ice and
snowfields showed scaling up to 384 km due to their broader
horizontal extent). So when comparing scaling parameters of
the ARPS model to the radar scaling parameters, one has to
keep in mind that ARPS scaling parameters are only defined
for scales above 12 km, whereas radar scaling parameters are
defined down to scales as small as 2 km.
[21] Much information can be gathered from Table 1.

First, it is noted that the modeled qr field has a higher
intermittency parameter, C1, than the observations (0.36
versus 0.26) but a lower value for a (1.1 versus 1.4) i.e.,
the modeled qr field is less spiky. The reason for why the
model is showing higher intermittency can be linked to a
feature of the modeled field, which is not as predominant in
the observed fields. This feature is a frequent presence of
abrupt edges in the forecasted field where intense areas of
precipitation border areas of no precipitation (see Figure 2).
While such features are observed in real precipitation, the
model seems to have an unusually high occurrence of such
abrupt edges and will be shown later to have an important
impact on the radiative transfer results. Thus using the

Table 1. Forecast Model Scaling Parameters for 3 June 1999a

Fieldb H C1 a

qr 0.28 ± 0.02 0.36 ± 0.04 1.1 ± 0.1
qh 0.29 ± 0.02 0.40 ± 0.04 1.5 ± 0.2
qs 0.61 ± 0.02 0.21 ± 0.04 1.1 ± 0.2
clw 0.22 ± 0.02 0.41 ± 0.04 0.8 ± 0.1
ciw 0.25 ± 0.02 0.30 ± 0.04 1.3 ± 0.2
aScaling exponents are computed for scales larger than the scale at which

the falloff in spectral power occurs (�5�x, where�x is the grid scale of the
numerical model and for this forecast is 3 km).

bHere qr, rain liquid water; qh, precipitating ice (hail, graupel); qs, snow;
clw, cloud liquid water; ciw, cloud ice. All fields are in g/m3.

Figure 2. (a) Radar estimated rain liquid water, qr, at the
ground, (b) original ARPS forecasted qr, at the ground, and
(c) downscaled ARPS forecasted qr at the ground. All
images are at 3 km resolution and over an area of 240 �
150 km2.
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scaling parameters of the radar rather than modeled qr fields
was a good choice in this case.
[22] The ARPS snowfield showed the lowest intermit-

tency (lowest C1) and highest degree of smoothness (high-
est H ). Also the two ice species (cloud ice and precipitating
ice) were found to be the spikiest fields (highest a), while
the cloud liquid water had the lowest degree of spikiness
(lowest a). Again, there is no certain way to suggest if
these are reasonable features, given radar observations
alone. However, 1D horizontal transects (aircraft mounted
probe measurements) of cloud liquid water from scales of
10 m to �20 km were analyzed by Davis et al. [1996] and
resulted in C1 being generally below 0.15 and H between
0.22 and 0.37 for cloud liquid water in marine stratocu-
mulus clouds, which one would expect to be less inter-
mittent than clouds of mid-continental convective systems.
Using a similar type of data, Lovejoy and Schertzer
[1995b] found 1D cloud liquid water paths to have H =
0.28, C1 = 0.07, and a = 2.0 (i.e., lognormal), which is
much spikier than any field encountered in this study,
although the reported high value of a could be an artifact
of the inability of the liquid water probe to measure very
low concentrations (S. Lovejoy, McGill University, per-
sonal communication, 2001).

4.2. Downscaling Results and Validation

[23] Examples of original modeled and downscaled
modeled qr fields are shown in Figure 2, along with an
example of the radar data. Note that the modeled fields
show a greater horizontal extent compared to the
observed fields, but this does not affect the results of
this study as comparisons of radiative transfer are done
between the original ARPS (Figure 2b) and downscaled
ARPS (Figure 2c) fields. From Figure 2, one can visually
see that the original modeled field looks smoother than the
radar observations while the downscaled field looks more
like the radar observations. To further quantify this some
relevant one-point statistics (such as the coefficient of
variation) and two-point statistics (such as power spectra
and other multiscale measures) were computed for the
observed, original model and downscaled model fields.
Since only radar observations were available only rain
liquid water, qr, and reflectivity, Z, could be validated.
Validating Z as opposed to qr has the advantage that Z
includes precipitating ice and does not require radar-esti-
mated qr to be thresholded for hail suppression. One-point
and two-point statistics were computed for both Z and qr
and results did not differ greatly so only the analysis of the
Z fields is presented below for conciseness. Note that the
analyses were performed on the Z fields in mm6/m3 and not
the (logarithmic) dBZ fields.
[24] Figure 3 shows the mean coefficient of variation

(CV) of qr for pixels within boxes of varying sizes (seen as
satellite fields of view (FOV)). The TRMM instrument has
varying effective FOVs (EFOVs) depending on the fre-
quency of the channel, ranging from 35 km2 for the 85.6
GHz channel to 2300 km2 for the 10.7 GHz channel
[Kummerow et al., 1998], and corresponding to ‘‘box’’
sizes of 6 km and 48 km, respectively. Only boxes having
at least six nonzero values were included in the computa-
tion, in order to have a meaningful sample size. While
somewhat arbitrary, six nonzero values was found high

enough to ensure sensible statistics calculations and follows
the radar rainfall statistics study by Matrosov and Djalalova
[2001]. Figure 3 shows how the downscaling increases the
mean CV of the original model to values comparable to
those estimated from the radar data.
[25] The CV value within a specific box size is generally

dependent on the mean value of qr in that box. Figure 4
shows the distribution of CV values within 21 km boxes for
different ranges of the mean qr. The largest differences
between radar and original forecasted fields are seen for low
to moderate intensities of rainfall with mean qr between
0.05 and 0.4 g/m3. The variability of boxes with more
intense rainfall is seen to agree. Likewise, the downscaling
is shown to greatly increase the variability for low to
moderate rainfall, while having less effect on heavier rain-
fall. It is noted that for the CV analysis, the radar fields at 2
km were regridded to the 3 km resolution of the ARPS
forecasts for a fair comparison of their statistics at the same
scale. For the multiscale analyses that follow such a regrid-
ding is not necessary since statistics over a range of scales
are computed and compared.
[26] The analysis leading to Figures 3 and 4 showed

that the downscaling properly enhances the variability (as
measured by the CV), which is lacking in the original
modeled fields. However, the spatial correlation structure
of the modeled precipitation is important as well for
radiative transfer computations (see Appendix C). Thus
it is imperative that the downscaling produces a realistic
spatial correlation structure in addition to a realistic
degree of variability. To test this, two-point statistics must
also be validated. Harris and Foufoula-Georgiou [2001],
and Harris et al. [2001], used the Fourier power spec-
trum as the principal two-point statistical measure as
rainfall often has a structure yielding scaling power
spectra [e.g., Harris et al., 1996; Menabde et al., 1997;

Figure 3. Comparison of variability (as measured by the
coefficient of variation (CV)) of NEXRAD observations,
ARPS forecast, and the upscaled/downscaled forecast all at
3 km resolution for reflectivity, Z, in mm6/m3. The graph
shows how downscaling increases the variability of the
original forecast and brings it close to the variability of the
observed field.
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Lovejoy and Schertzer, 1995a; Georgakakos et al., 1994].
A scaling power spectrum for the observed radar field
was also found in this study as seen in Figure 5.
However, the original modeled field had a sharp fall off
in the tail end of the spectrum at wave numbers greater
than about 0.06 – 0.07 which corresponds to � 15 km,
or five times the model grid resolution. This fall off in
the spectra of modeled precipitation fields was docu-
mented by Harris et al. [2001], and is a result of implicit
and explicit numerical diffusion in finite difference com-
putational fluid dynamical (CFD) models. In line with the
primary incentive of using the cascade framework to
enhance the variability of the original modeled fields, the
spectrum of the upscaled/downscaled field shows scaling
and effectively has increased ‘‘energy’’ at higher wave
numbers (as observations do), relative to the original mod-
eled field (see Figure 5).
[27] The multiscale analyses described in section 3 were

also applied to the NEXRAD, original ARPS and down-
scaled ARPS fields. Figure 6 shows the first-order structure
function, the second-order moment-scale analysis, and K(q)
curve for all three fields. The results corroborate the finding
that downscaling properly enhanced the variability and
spatial structure of the forecasted fields to bring it closer
to the structure of the observed fields. For example, Figure
6a shows how the fall off in the small-scale end of the curve
for the original forecasted field (indicating smoothness) was

Figure 4. Coefficient of variation (CV) distributions for 24 � 24 km2 boxes with (a) hZi between 20
and 25 dBZ, (b) hZi between 25 and 30 dBZ, (c) hZi between 30 and 35 dBZ, and (d) hZi between 35 and
40 dBZ. Note that downscaling helps bring the ARPS forecast distributions close to the distributions of
the NEXRAD observations, validating the downscaling methodology.

Figure 5. Power spectra of reflectivity, Z, for NEXRAD
radar, and computed Z (see section 2.3) for the original,
and downscaled forecasted fields. The radar field is at 2 km
resolution while the forecasted fields are at 3 km
resolution. The plot shows how the fall off in the tail of
the original forecasted field, which indicates smoothness, is
removed by the downscaling. Spectra are vertically dis-
placed for clarity.
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removed by the downscaling, while Figure 6b shows how
the leveling off in the small-scale end of the curve for the
original forecasted field (indicating homogeneity or lack of
intermittency) was removed by the downscaling. The K(q)
curves in Figure 6c demonstrate that downscaling brought
the higher-moment variability (q > 2) of the original ARPS
forecast closer to that of the NEXRAD observations. Of
course, this was helped by the fact that the downscaling
parameters were estimated from the radar (not the ARPS
forecasted) fields and point out the need to have observa-
tions from other species too for parameter estimation, as one
might get from a meteorological intensive observation
period (IOP) field campaign.
[28] A final but important feature to consider, was men-

tioned in section 4.1 and refers to the sharp and abrupt
edges in precipitation fields. By sharp and abrupt edges, we
mean the occurrence of very intense rainfall bordering on
regions where it is not raining at all (i.e., on the borders of
the storm’s outline). This is apparent in Figure 2 where one
sees that the model shows a more frequent occurrence of
such edges than the observed fields. To quantify the extent
of this feature, a histogram was computed of the 3 km

reflectivity values within 24 � 24 km2 FOVs that are
bordering on the storm’s outline. An FOV is considered
bordering on the storm’s edge if the FOV consisted of
approximately two-thirds nonraining pixels (for computa-
tional purposes this was expanded to include 10% either
side of two thirds to gain good statistics). These FOVs are
termed here ‘‘partial beamfilling’’ FOVs. The histogram of
reflectivity values for such FOVs for which the mean
reflectivity over the entire FOV was greater than 45 dBZ
is shown in Figure 7a for the observed, original, and
upscaled/downscaled modeled fields. The histogram shows
a pronounced peak in reflectivities between 50 – 60 dBZ
for the original forecast that is not present in the histograms
of the observed or downscaled fields. The effect of these
abrupt edges is very high variability (high CV) in these
FOVs for the original ARPS forecast as shown in Figure 7b
by the histograms of the coefficient of variation (CV) for the
data in Figure 7a. If anything, the downscaling slightly
underrepresents the frequency of occurrence of such abrupt
edges in comparison to the radar observed fields. This can
be seen in Figure 7a and 7b where the downscaled field
shows both the lowest frequency of high intensity precip-

Figure 6. (a) First-order (q = 1) generalized structure functions, (b) second-order (q = 2) moment scale
analysis, and (c) K(q) curves for NEXRAD observed, original ARPS, and downscaled ARPS computed
radar reflectivity, Z, near the ground. The radar field is at 2 km resolution while the forecasted fields are at
3 km resolution.
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itation (Z > 45 dBZ) and the lowest CVs for FOVs suffering
from partial beamfilling.

5. Effect on Radiative Transfer

[29] Radiative transfer computations were performed
using the scheme described in section 2.2, and comparisons
were made between brightness temperature fields for the
original ARPS and upscaled/downscaled 3 km forecasts.
Comparisons are presented here for 24 � 24 km2 FOVs.
Figure 8 shows an example of Tb versus vertically integrated
rain liquid water for 10.7 GHz radiance fields of the original
and downscaled fields for FOVs containing no zeros (FOVs
inside the body of the storm). As is the norm, the scatter is
great and a third-order polynomial regression of the data is

superimposed. While no importance is attached to the actual
fit, the regressions provide a visual aid to assess the bias
between the downscaled and original radiance fields. The
curves were not very sensitive to the order of the polynomial
used in the regression providing it was greater than second-
order, and show the bias to increase with qr. Equally
important is that the curve for the downscaled forecast is
seen to lie below that of the original forecast consistent with
the normal trend of cooler temperatures for increased
variability. When all 24 � 24 km2 FOVs were considered
(instead of only the fully covered FOVs), a plot similar to
that of Figure 8 was obtained. The scatter is too large to
allow a quantitative assessment of the biases.
[30] To obtain a quantitative assessment of the biases we

consider an approach whereby one is essentially taking
vertical ‘‘slices’’ of the data in Figure 8 for certain ranges
of vertically integrated qr, and plotting the distributions of Tb

for a specified range of qr values. Figure 9 shows the
distribution of 10.7 GHz Tb values for two ranges chosen
to represent moderate columnar qr (5 – 10 g/m2) and high
columnar qr (greater than 10 g/m

2). A number of conclusions
can be drawn from Figure 9. First, comparison of Figures 9a
and 9b computed for the entire field corroborates what was
seen in Figure 8, namely, that the magnitude of the mean
biases (�1.4 K and �5.7 K for moderate and high qr,
respectively) increases with precipitation intensity. In order
to illustrate the effect on radiative transfer of the frequent
occurrence of abrupt edges in the original ARPS forecast (as
illustrated by Figure 7), distributions for each of the two
ranges in Figures 9a and 9b were recomputed for FOVs that
do not include any regions of zero columnar qr, so as to
exclude the effect of partial beamfilling at the storm’s edges.
These results are shown in Figure 9c and 9d. It is apparent here
that high columnar qr distributions were hardly affected by
restricting FOVs to contain no zeros as high qr values are not,
in general, partially filled (which is why they are high). For
moderate columnar qr, however, the effect is more significant
with increasing change of bias from �1.4 K to �3.7 K.
[31] Table 2 provides a summary of the effects illustrated

in Figure 9 by listing the mean Tb biases over all FOVs (B),
over FOVs completely covered by rain (Bnonzero), and over
FOVs with partial beamfilling (Bedge). The bias of the
scattering-based 85.6 GHz channel is expected to be in the

Figure 7. Histograms of (a) 3 km reflectivity values and
(b) coefficient of variation (CV) within 24 � 24 km2 FOVs
with mean reflectivity greater than 45 dBZ, that are
bordering on the storm’s outline (i.e., suffer from partial
beamfilling). An FOV is considered bordering on the storm’s
edge if the FOV consisted of two-thirds nonraining pixels.
The large peak between 50–60 dBZ for the original ARPS
forecasted field is indicative of higher occurrences of intense
precipitation on the edges of the storm in comparison to
observed NEXRAD fields and the upscaled/downscaled
forecasted fields.

Figure 8. Tb versus qr for the 10.7 GHz frequency for the
downscaled (dots) and original forecast (triangles). Tb are
for 24 � 24 km2 FOVs containing no zeros. Third-order
polynomial regressions were fit and included to aid
visualizing the trend in bias, where the dashed line
represents the original forecast and the solid line represents
the downscaled forecast.
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opposite direction to the emission-based 10.7 GHz channel
as a result of the tendency of Tb to decrease with increased
precipitation for the 85.6 GHz channel, whereas the 10.7
GHz channel yields Tb that increase with increased precip-
itation [Kummerow, 1998]. The impact of the edges is seen
to be significant if one compares B to Bnonzero. To further
confirm that edges were indeed the primary cause of this,
biases were computed for edge pixels alone (accounting for
�20% of the total number of FOVs) and listed in Table 2 as
Bedge. As expected the biases for these FOVs suffering from
partial beamfilling, were in the opposite direction to the
overall biases and to biases coming from fully covered
FOVs. Considering that the variability within the body of
storm was well treated by the downscaling (as evidenced by
the validation), while the treatment of the storm edges
showed signs of overcorrecting for the excessive frequency
of intense and coherent edges in the forecasts, the results in
Table 2 imply that the true overall biases lie somewhere
between the reported values of B and Bnonzero.

6. Summary and Conclusions

[32] Microwave rainfall retrievals based on radiative
transfer computations through modeled precipitating clouds
greatly depend on the ability of the numerical cloud models
to properly capture the natural variability of hydrometeor

species. In a previous study [Harris and Foufoula-Georgiou,
2001], evidence was presented that ignoring variability at
scales below the typical resolution of cloud models (< 3 km)
induces significant biases in Tb of approximately �2 K for
10.7 GHz and +5 K for 85.6 GHz. Cloud models run at 3 km
resolution, apart from ignoring variability at scales less than
3 km, they are also known to underrepresent the variability
between 3 km and �15 km [e.g., see Harris et al., 2001].
[33] In the present study the issue of how well cloud

models represent variability between scales of 3 km and 15
km, was further considered and the effect of underrepre-
sented variability on radiative transfer computations was
examined. In addition, a cascade-based downscaling meth-
odology was developed for the purpose of stochastically
enhancing the underrepresented variability of the modeled
fields to levels close to those found in observed fields.
Considerable attention was paid to validating the down-

Figure 9. Distributions of brightness temperatures for two ranges of vertically integrated (columnar) qr,
representing mid-range columnar qr (5 to 10 g/m2) and high range qr (> 10 g/m2). Tb values are for 24 �
24 km2 over all FOVs (top two plots) and over FOVs that do not contain any zeros (bottom two plots).
FOVs on ‘‘edges’’ are not likely to be associated with high qr due to the presence of zeros, thus Figure 9b
and 9d show similar biases. However, for medium range qr values, FOVs with partial beamfilling are
seen to create a positive bias of approximately +2 K, which reduces the bias coming from the body of the
storm from �3.7 K to an overall bias of �1.4 K.

Table 2. Tb Mean Biasesa

f, GHz B, K Bnonzero, K Bedge, K

10.7 �0.2 �4.7 +2.7
85.6 �1.9 +4.8 (+7.9) �3.1
aNote: B is the mean bias over all FOVs, Bnonzero is the mean bias over

FOVs completely covered by rain, and Bedge is the mean bias over FOVs
with partial beamfilling defined as consisting of �2/3 zeros. The number in
parenthesis indicates the bias when conditioned on graupel/hail fields.

CIP 5 - 10 HARRIS ET AL.: PARTIAL BEAM FILLING AND RAINFALL RETRIEVAL



scaling methodology. For that purpose, a state-of-the-art
numerical weather forecast (provided by the Advanced
Regional Prediction System (ARPS)) initialized for a spe-
cific real event was chosen so that coincident radar obser-
vations could permit a validation of the downscaling scheme.
The validation analysis further documented the shortcom-
ings of numerical cloud models to represent small-scale
variability [Harris et al., 2001; Harris and Foufoula-Geor-
giou, 2001]. It also demonstrated the ability of the proposed
cascade-based downscaling methodology to properly
enhance the statistical structure of the original modeled fields
and produce fields with similar variability, spatial correlation
and multiscaling structure as the radar observations.
[34] A significant issue pointed out by the validation

analysis is that the 3 km forecast fields have much more
coherency than the observed precipitation fields (as evi-
denced by their much smaller CVs) and a higher occurrence
of intense (high precipitation) coherent structures bordering
on regions of zero rainfall (edges of the storm). The effect of
these coherent structures at the storm edges is high CVs in
any FOV that partially covers such coherent structures
(FOVs with partial beamfilling). As a result, radiative
transfer computations for these FOVs result in considerably
cooler temperatures for 10.7 GHz (warmer temperatures for

85.6 GHz) than FOVs with similar mean precipitation that
do not suffer from partial beamfilling (i.e., within the body
of the storm). These cooler temperatures due to partial
beamfilling for the ARPS forecast counteract the general
trend of warmer temperatures within the body of the storm
due to the underrepresented variability. This counteracting
effect can result in the misleading outcome of insignificant
overall mean biases over the entire storm’s area. Although
this might be seen as a desirable effect, it is cautioned that it
has to be considered carefully as it might lead to undesirable
biases in precipitation retrievals if the inversion algorithm
does not distinguish between fully and partially covered
FOVs, which were shown here to have distinctly different
biases. It is emphasized that this study does not mean to
imply that any biases found here are to be used directly in a
correction of current radiative transfer estimates. Rather, our
study provides quantitative estimates of the direction and
magnitude of brightness temperature biases occurring from
a lack of variability in modeled hydrometeor fields. These
biases can be eliminated in different ways. One way is via
enhancing the variability of modeled clouds and accounting
for partial beamfilling, as explored in this paper.
[35] Further analysis of more storms from different

regions is needed to fully assess the partial beamfilling

Figure A1. Examples of simulated intensities using cascade models with varying parameters: (a) a = 2
(lognormal) cascades with varying intermittency parameter C1 (or equivalently, the stable scale
parameter, s, where C1 = s2/2lnb [Harris, 1998]), (b) log stable cascades with varying a for fixed C1,
and (c) log stable cascades with fixed a and fixed C1 but varying H. For each pair, the two cascades are
generated with the same initial seed required by the random generator making them look similar except
for the intermittency. In Figure 10a increasing intermittency, implies concentrating more mass into
sparsely distributed intense bursts. In Figure 10b increasing a implies a field that is more spiky. The
terminology introduced by Schertzer and Lovejoy [1992] refer to multifractal processes with a < 1 as soft
and processes with a > 1 as hard. In Figure 10c, increasing H implies a field that is smoother. Technically,
H is the degree which a field is fractionally integrated (hence the increasing smoothness).
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problem. Also, observations of hydrometeor species are
needed to validate the scaling hypothesis of the statistical
properties of these species (this analysis was performed here
on the modeled species) and obtain properly validated
scaling parameters for 3D downscaling. Although the sim-
ple treatment of the vertical structure of hydrometeors in our
downscaling seems adequate (see for example the realism in
the structure of the vertical profiles of the downscaled fields
of Harris and Foufoula-Georgiou [2001]), a more elaborate
analysis of the vertical structure of hydrometeor species
would be beneficial.

Appendix A: Physical Interpretation of Scaling
Parameters

[36] The multiscaling parameters C1, a, and H, character-
izing the precipitation fields in this study have physical
interpretations discussed elsewhere in the literature [e.g.,
Harris et al., 2001] and can be used as indicators of
intermittency, spikiness and smoothness, respectively. In
particular the parameters C1 and a characterize the inter-
mittency and spikiness of the fluctuations as shown in
Figures A1a and A1b, respectively. In Figure A1a, a is kept
constant to illustrate the effect of increasing intermittency,
C1, while in Figure A1b, C1 is kept constant to illustrate the
effect of increasing a. The effect of the smoothness param-
eter, H, is illustrated in Figure A1c, and determines the
degree of (fractional) integration required to transform the
fluctuations into the real precipitation field.

Appendix B: Cascade-Based Upscaling-
Downscaling Technicalities

B1. Zeros

[37] The presence of large areas of zeros between indi-
vidual rain cells (particularly in multicell convective sys-
tems) is a dominant feature of observed rainfall fields.
These areas of zero rainfall must be more or less conserved
after the upscaling-downscaling procedure. The discrete

cascade poses no problem, as a multiplicative weight multi-
plied by zero is still zero. However a problem occurs when
fractionally differentiating the field, as an additive offset
may be introduced, which turns areas of zeros into nonzero
values. To overcome this problem, any offset introduced by
the fractional differentiation must be removed such that
areas of zeros remain predominantly zero. This is accom-
plished by simply establishing a mask identifying the large
areas of contiguous zero values in the field before the field
is differentiated. After the differentiation, the mask is used
to find the mean of the pixels in the differentiated field,
which were originally zero before the differentiation. This
mean is then subtracted from the original field before the
absolute value of the pixels is taken.
[38] This procedure works best when the presence of

zeros is predominant (i.e., > 50% zeros) which was the
case in all the fields downscaled in this study. In essence,
the zeros (which have been so problematic in studies of
rainfall which employ cascade based methodologies) are
advantageously used to keep track of the absolute levels in
the field, which may otherwise be lost.

B2. Modified Fractional Differentiation-Integration

[39] Observed rainfall rarely scales over the full range of
observed scales and usually scales from the smallest observ-
able scale up to some maximum scale. Once again, as in the
previous section, it is not the actual cascading process that
one worries about, since it only acts on the smallest scales,
but rather the fractional differentiation and integration
process. The fractional differentiation-integration process
amounts to a filter which multiplies the Fourier transform
of a field by k±H, H > 0, with +H for differentiation and �H
for integration [e.g., Harris et al., 2001]. The modification
of the filter is shown in Figure B1.

Appendix C: Effect of Spatial Correlation of the
Precipitation Field on Tb Computations

[40] A simple experiment can illustrate the effect of
spatial correlation of the precipitation field on computed
microwave radiance fields. Consider taking a cloud model

Figure B1. The filter used for fractional integration. The
filter is the multiplier in Fourier space. The idea is to leave
larger scales, where scaling is not observed, untouched.
Fractional differentiation is accomplished with a similar
filter but with the slope = +H.

Figure C1. Bias in microwave radiance fields at 10.7 GHz
between original field and one with identical variability but
pixels randomly scrambled within each 24 � 24 km2 FOV.
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and randomly scrambling the pixels within each nonover-
lapping 24 � 24 km2 box representing a satellite FOV. This,
naturally keeps the CV and the entire distribution identical
within each FOV. However, due to nonlinear interactions of
microwave radiation within a precipitating atmosphere, the
scrambling introduced mean biases of �10 K in the simu-
lated microwave radiance fields (see Figure C1).
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